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Cumulative hydrodynamic impacts of
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and surface temperatures
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Offshore wind farms are increasingly shaping coastal ocean dynamics, yet their cumulative physical
impacts remain poorly quantified. Using decade-long, high-resolution simulations of the North Sea,
we show that large-scale offshore wind development can reduce current velocities by up to 20% and
reshape local tidal energy distributions. Wind and tidal wakes exert distinct but interacting influences
on ocean physics: wind speed anomalies drive far-field hydrodynamic impacts, while structure-
induced drag intensifies local turbulence and mixing. Turbine spacing emerges as a key control on
wake interactions, governing the formation of high-turbulence hotspots. The near- and far-field wake
effects affect vertical mixing and surface heat fluxes – primarily driven by large-scale wind stress
reductions – leading to shallower mixed layers and long-term surface warming of up to 0:2 °C in wind
farm areas. Our findings reveal a basin-scale physical footprint of offshore wind energy and highlight
the need to account for hydrodynamic impacts in future offshore wind farm planning.

The North Sea is a dynamic shelf sea, strongly influenced by wind and tidal
forces and characterized by seasonal stratification. Its physical environment
plays a critical role in driving biogeochemical cycles and shaping the
dynamics of lower trophic ecosystems. As a result, disturbances to these
natural processes can fundamentally affect the marine environment. By
2024,~23.5 GWofoffshorewind energyhadbeen installed in theNorthSea,
with around 4500 turbines in operation. With political targets aiming to
increase capacity to 120 GWby 2030 and 300GWby 20501, the anticipated
growth in offshore wind installations in theNorth Sea raises concerns about
potential systematic hydrodynamic changes in areas designated for inten-
sive development.

Drag from offshore wind turbine installations—both in the atmo-
sphere and the ocean—has been shown to influence ocean dynamics at local
to regional scales, leaving an impact on themarine environment.Designated
to harvest energy from the wind field over the sea, wind turbines reduce the
kinetic wind energy at hub height and create a downstream momentum
deficit. This deficit is characterized byhigh turbulence fromhorizontal wind
shear and wind speeds up to 40% lower than the ambient wind field2–7.
These atmospheric wake structures propagate both laterally and vertically
behind offshorewind farms (OWFs), reaching the sea surface at distances of
approximately ten rotor diameters8. Observations in the North Sea have
shown that near-surface wakes can extend up to 100 km downstream of
large turbine clusters, depending on wind farm properties and atmospheric
stability5,9,10. At the same time, wind wakes reduce surface winds by around

10� 15% compared to undisturbed conditions9–11. Consequently, wind
wakes affect the air-sea boundary layer, with implications for sea surface
climate12, surface currents, andmixing13. The latter has been associated with
upwelling and downwelling patterns that influence vertical transport and
sea surface elevation14–18. In this context, tides were found to play a decisive
role inmodulating themagnitude of the emerging hydrodynamic changes18.

Below sea surface, pile structures like monopile foundations form an
additional underwater drag on the tidal currents, which influences hor-
izontal flow velocities and produces high turbulence in direct vicinity of the
turbine sites19–24. These tidal wakes emerge on much smaller scales than
wind wakes and extend a few hundredmeters to kilometers downstream of
the pile structures25–27. The local shear effects were found to double seabed
drag coefficients24 behind the wind turbines and create strong but site-
specific vertical mixing that can exceed natural mixing and reduce vertical
gradients in the water column like vertical temperature stratification28–30.
Recent model simulations indicated that for shallow North Sea water con-
ditions the drag of densely built-up wind farms can lead to blocking effects
on mean tidal currents31 and reduce the local current velocities by
around 5% 32.

Although wind- and tide-generated wakes originate at different spatial
scales, both can modify tidal and density currents, vertical mixing, and
density stratification far beyond wind farm boundaries13,18,32,33. The local
wake effects accumulate in regions with dense offshore wind development,
thereby altering hydrodynamic processes in the far field. Previousmodeling
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studies have found that OWFs can cause large-scale destratification in the
German Bight due to monopile-induced mixing32, and have demonstrated
hydrodynamic changes extending over hundreds of kilometers as a result of
wind speed reductions caused by turbine installations in the North Sea13,18.
These physical alterations not only influence regional oceandynamics of the
North Sea but have also been linked to changes in biogeochemical processes
within the marine ecosystem30,33,34. Despite the detailed analyzes existing in
today’s literature, however, the combined effects of wind and tidal wakes
remain largely unexplored, and their long-term impacts are still insuffi-
ciently understood.

In this study, we address these knowledge gaps by exploring the
cumulative impacts of OWFs on the hydrodynamics of the central and
southern North Sea. Our primary objective is to understand how wind
and tidal wakes interact to influence regional hydrodynamics, while also
evaluating the cumulative, long-term changes resulting from large-scale
offshore wind energy expansion. In particular, we aim to identify the
dominant processes driven by the OWF wakes and examine both local
and far-field effects. For this purpose, we deploy three-dimensional
regional hydrodynamic modeling with unstructured grids and para-
meterize the subgrid drag effects above and below the sea surface at wind
turbine sites.

The study is structured into two parts. In the first part, we examine the
present state of offshore wind expansion (2023; Supplementary Fig. 1a) to
investigate the synergistic and antagonistic interactions between wind and
tidal wakes in an environment relatively sparsely covered by OWFs. This
analysis provides a baseline understanding of the dominant processes
associated with the superposition of wind and tidal wakes. In the second
part, we assess howNorth Sea hydrodynamicsmay change in the long term
under the cumulative impacts of rotor-induced wind drag and monopile-
induced mixing, focusing on a large-scale offshore wind scenario for 2050
(Supplementary Fig. 1b).

Our model simulations indicate that future offshore wind expansion
may strongly influence hydrodynamic conditions across the North Sea.We
identify large-scale reductions in residual current velocities, changes in
shear-induced mixing, bottom stress, and stratification. The model simu-
lations suggest persistent surface warming in wind farm areas, reaching up
to 0:2 �C, which is strongly driven by the reductions in surface wind stress,
affecting surface layer mixing and heat fluxes. At the same time, localized
turbulence hotspots from tidal wakes can increase vertical mixing and
partially erode summer stratification, thereby counteracting some of the
basin-scale effects. Eventually, wind and tidal wakes prove to be consider-
able anthropogenic physical drivers in theNorth Sea, with potentially wide-
ranging implications for nutrient cycling, primary productivity, andmarine
ecosystem dynamics.

Results and discussion
Hydrodynamic footprints of wind and tidal wakes
Wind wakes and tidal wakes have been shown to affect horizontal flow and
turbulentmotion in the vicinity ofOWFsites.However, their impacts on the
water columnunfold differently. A comparison of the two effects is depicted
in Fig. 1, showing the individual and cumulative impacts on surface current
velocities and surface turbulent kinetic energy, averaged over a period of
6 years.

Recent studies have demonstrated that wind and tidal wakes reduce
mean current velocities by either decreasing wind-induced shear or
obstructing horizontal currents. Our model simulations reveal large-scale
reductions in mean surface current velocity of around 10% due to wind
wakes (Fig. 1a), closely aligning with previous findings13,33. Meanwhile, tidal
wakes have approximately half the impact, causingmeanvelocity changes of
about 5% (Fig. 1b), consistent with previous estimates ofmonopile-induced
current reductions18,31. Despite differences in magnitude, both wake effects
similarly influence mean tidal currents and attenuate downstream flow
velocities tens of kilometers along the prevailing horizontal flow, while
increasing velocities on the sides of the wind farms (Fig. 1c). Overall, the
impact on mean surface velocity is primarily driven by wind speed

reductions and amplified locally by monopile drag, resulting in changes of
up to 20% or more in areas with multiple wind turbine clusters (Fig. 1c).

In contrast to their impact on current velocity, wind and tidal wakes
have opposing effects on turbulent kinetic energy (TKE) in the water. The
reduction in surface wind stress caused by wind wakes decreases vertical
shear in surface layers, thereby attenuating surface TKE near OWFs
(Fig. 1d). Reflecting the changes in surface wind speed, the impact onmean
TKE extends several kilometers beyond the boundaries of the wind farms,
with the strongest reductions of around 5� 10% occurring close to the
wind farm sites. Conversely, tidal wakes caused by friction at the monopile
foundations generate strong increases in surface TKE and throughout the
water column (Fig. 1e). The elevatedTKE levels remain localized around the
turbine locations, which is in agreement with recent in-situ
measurements24,29. With magnitudes of more than 30%, the monopile-
induced changes can be an order of magnitude greater than the simulated
windwake effects and, in some cases, exceed ambient turbulence levels. As a
result, we find that the combined effect of wind and tidal wakes is char-
acterized by local hotspots of strong TKE generation, surrounded by
broader areas of attenuated surface layer turbulence (Fig. 1f).

The emerging TKE changes at OWFs appear to be site-specific,
influenced by factors such as turbine spacing, water depth, and local
hydrodynamics conditions, all of which contribute to the intensity and
accumulation of additional turbulence generation. For instance, the model
shows increasingTKE changes aswind farms are situated closer to the coast,
where tidal velocities are higher, and reveals variations betweenneighboring
wind farmswith different turbine densities (Fig. 1e, f). Previous studies have
already suggested links between the turbine spacing and the impact of
OWFs31,35. Here, the extent of TKE generation appears dependent on tur-
bine spacing, thereby determining whether additional TKE is sufficient to
counteract the TKE attenuation from reduced wind stress. It should be
noted, however, that this attenuation by windwakes occurs primarily in the
wind-driven surface layers, while the monopile effects generally remain
dominant in deeper layers. Additionally, the impact of wind wakes itself
could decrease by building larger turbines with larger spacings35, which is
not considered here.

Given the alterations in turbulent motion, wind and tidal wakes
influence water column mixing at wind farm sites, primarily driven by the
high turbulence levels generated by tidal wakes. As an example, we illustrate
the mean annual cycle of changes in near-surface vertical eddy diffusivity
Kv, as ameasure for vertical mixing, and sea surface temperature SST at the
location of the FINO1 research platform in the German Bight (Fig. 2a, b).

Tidal wakes increase annual surface mixing rates by 0:005�
0:010m2s�1 (Fig. 2a), corresponding to an intensification of 50� 100% in
winter (ambient rates around 0:01� 0:02m2s�1) and over 100% during
summer (ambient rates down to 0:0005m2s�1). These results are consistent
with in-situ observations24, showing an increase in water columnmixing by
about one order of magnitude. The impact on near-surfaceKv itself follows
a seasonal trend,withhigher amplitudes in autumnandwinter, likely related
to variations in the drag force with the ambient turbulence intensity and
tidal current velocities. In contrast, the influence from wind wakes is an
order of magnitude smaller and barely contributes to the overall impact at
FINO1. Still, a seasonal trend can be observed here as well, with weaker
effects during summer and stronger reductions in winter due to higher
prevailing wind speeds and thus stronger reductions in wind-induced
turbulence.

The altered vertical mixing rates are directly linked to changes in SST
and temperature stratification (Fig. 2b, c). Tidal wakes enhance turbulent
mixing, bringing colder bottom waters to the warmer surface and lowering
SST in summer by up to 0:5 �C. Their influence is strongest betweenMarch
and September, whereas in winter the well-mixed water columnminimizes
the effect of structure-induced mixing. In contrast, wind wakes reduce
surface wind stress, attenuating surface layer mixing and limiting heat
exchange with the atmosphere, which causes SST to rise by up to 0:2 �C
(Fig. 2b). Wind wakes affect the air-sea exchange and SST throughout the
year, but the strongest temperature changes occur during periods when
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mixing rates in the water column are weakest, which is mostly the case
during summer months (see Fig. 2a). This suggests that ambient mixing of
the water column plays an important role in controlling windwake effects –
a relationship also observed in the context of tides18.

Overall, the surface temperature anomalies at FINO1 are shaped by
strong local mixing in summer and attenuated wind forcing in winter,
highlighting the dynamic interaction betweenwind and tidal wake effects at
wind farm sites. Across the densely developed wind farms in the German
Bight, tidal wakes emerge as the dominating driver, with the summer SST
anomalies (Fig. 2c, and Supplementary Fig. 4) closely linked to the changes
in annual mean surface TKE (Fig. 1d–f). Tidal wakes generate localized
hotspots of colder mean surface temperature in summer (Supplementary

Fig. 4b) that exceed the broader surface warming caused by the reduced
wind speeds (Supplementary Fig. 4a). Under the present-day scenario, this
pattern results in seasonally averaged surface warming of up to 0:05 �C
across the German Bight, accompanied bymonopile-induced cooling of up
to�0:15 �C or more in direct vicinity of the wind farms.

Cumulative impacts of future offshore wind expansion
Wind and tidal wakes combine to reduce mean current velocities at wind
farm sites and downstream. When considering the current and projected
future scenarios for offshorewind energy development in theNorth Sea, the
emerging velocity changes create large-scale anomalies in theflowfield, here
analyzed for a 6-year mean (Fig. 3). The superposition of the wake effects

Fig. 1 | Comparison of wind and tidal wake effects. aTemporally averaged changes
in horizontal surface velocity (upper 10m) due to wind speed reductions
(2008–2013). Model data is shown for the German Bight (2023 Scenario). Black
polygons represent offshore wind farms. Gray arrows indicate mean surface current
directions in the control simulation. Water depths shallower than five meters are
masked. b Temporally averaged changes in horizontal surface velocity due to
monopile-induced drag and turbulence. c Temporally averaged changes in

horizontal surface velocity due to the combined effects of wind speed reduction and
monopile-induced drag and turbulence. d Temporally averaged changes in surface
turbulent kinetic energy (TKE) (upper 10m) due to wind speed reductions over a
period of six years (2008–2013). e Temporally averaged changes in TKE due to
monopile-induced drag and turbulence. f Temporally averaged changes in TKE due
to the combined effects of wind speed reduction and monopile-induced drag and
turbulence.
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leads to reductions in mean surface velocity of 5� 15% on average, cor-
responding to local changes of around 0:005� 0:010m s�1. The large-scale
velocity reductions are accompanied by increased surface velocities between
the wind farm clusters or in areas not occupied by wind turbines, reflecting
demonstrated blocking effects of the wind farms31, which have been also
observed inFig. 1a–c.Thepatterns andmagnitudesof these velocity changes
remain highly consistent over the simulated years (Supplementary Fig. 5),
indicating the stability of the induced surface current modifications in the
southern North Sea.

Considering the recent offshore wind energy development by 2023,
the most substantial impacts on surface current velocities occur at wind
farms situated near the Dutch and Belgian coast as well as in the German
Bight, where turbine densities are highest (Fig. 3a). In these areas, the
model suggests long-term velocity reductions of at least 10%. Less pro-
nounced changes can be found in British waters, where wind farms are
located further apart, while large parts of the central North Sea remain
unaffected.

In contrast, expanding offshore wind energy to a scenario for the year
2050may have a considerable impact onmean surface velocities distributed
across the entire central and southern North Sea (Fig. 3b). For the future
scenario, large-scale slowing of the mean surface circulation can be found
south of the Dogger Bank from the British coast to the German andDanish
waters, with a decrease of at least 5% overall. The model shows velocity
reductions on average around 10� 15% at wind farm sites and of more
than 20% in the German Bight, where presumably the combination of the
large number of turbines and the slow residual currents is amplifying the
impacts. Conversely, mean surface currents increase north of Dogger Bank
due to the large-scale blocking in the wind farm areas. Here, we find con-
tinuous positive velocity changes of around 5%, which spread widely across
the areas that are not designated for future wind energy production. Similar
behavior can also be found near the coastlines in the southern Bight and
along the GermanWadden Sea area, where mean surface velocity increases
by less than 5%.

The overall reduction in mean current velocity originates from the
instantaneous changes atwind farmsites, which alsomanifest in the velocity
distribution of hourly surface and bottom currents in the model domain
(Fig. 3c). The wake effects cause clear shifts in these distributions, with
surface and bottom layer showing an increased frequency of lower velocities
and fewer occurrences of higher velocities, indicating a loss in energy in the
model domain. In the 2023 scenario, surface velocities above 0:55m s�1

become less frequent, likely because most constructed wind farms are
located in tidal-dominated coastal areaswhere thewake effects influence the
typically high current speeds in the shallow waters. In the 2050 scenario,
however, the shift occursmuch earlier at surface velocities above 0:35m s�1,
as the future wind farms are distributed overmuch larger parts of theNorth
Sea. In this scenario, the changes in the velocity distribution are also up to
five times more pronounced. Meanwhile, bottom currents show a decrease
in the frequency of values above 0:10m s�1 in both scenarios.

To assess the impact on kinetic energy, we analyze the power spectral
density (PSD) of the hourly absolute surface and bottom velocities (Fig. 3d).
The PSD changes reveal a redistribution of spectral energy away from the
dominantM2 tide, which decreases by approximately 10% at the surface in
both scenarios. The redistribution is likely driven by the large-scale reduc-
tions in turbulent kinetic energy,whichdecrease energydissipation and thus
allowmore tidal energy to propagate through the system.As a result, surface
and bottom energy is reallocated to both higher- and lower-frequency tidal
components. Most notably, the nonlinear overtone 2M2 increases due to
reduced dissipation and bottom friction. Additional 2M2 intensification,
along with M2 reduction, results from enhanced tidal asymmetry. The
stronger asymmetry is caused by the tidal influences on the wake effects,
which can produce positive or negative velocity changes during flood and
ebb conditions18. This also amplifies energy in the low-frequency spring-
neap cycle (Msf ), reinforcing the decline inM2 dominance.

Overall, signals above the M2 frequency tend to increase due to the
wake effects, while lower-frequency signals largely decrease. While the
reduction in M2 energy is comparable between the two scenarios, the

Fig. 2 | Mixing effects caused by wind and tidal wakes. a Mean annual cycle of
changes in vertical mixing rate Kv (upper 10m) at the research platform FINO1
(2008–2013). Blue, red, and yellow lines indicate the time series corresponding to the
impact of wind speed reduction (wind wakes), additional turbulence (tidal wakes),
and their combination. The undisturbed mixing rates from the control simulation
are depicted in light gray in the background. The geographical location of FINO1 is

shown in (c). bMean annual cycle of changes in sea surface temperature SST (upper
2m) at the research platform FINO1. The undisturbed surface temperatures from
the control simulation are depicted in light gray in the background. c Temporally
averaged changes in summer SST at wind farm sites (April-August, 2008–2013).
Model data is shown for the German Bight (2023 Scenario). Black polygons repre-
sent offshore wind farms.
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broader spatial impact of the 2050 scenario involves stronger low-frequency
responses that are an order of magnitude greater than in the 2023 scenario.
Integration over the power spectrum shows a total net kinetic energy loss of
1:5% at the surface and 0:2% at the bottom in the 2023 scenario. In the
2050 scenario, with larger spatial wind farm coverage, these losses increase
to 3:7% and1:4%, respectively. It is important to note that these changes are
concentrated near the wind farm locations and are not detectable across the
entire model domain. Still, the local alterations strongly influence the total
energy budget and result in the extensive velocity anomalies found under
future offshore wind expansion (Fig. 3b).

To assess the potential long-term impact of future OWFs and the
consequences for hydrodynamic processes, we analyze an extended simu-
lation period of 10 years (2008–2017) in the following.

In the shallow North Sea, the impact of slower surface currents pro-
pagates down to the seabed, where the attenuated velocities can influence
tidal-induced mixing and bottom shear stress. In particular, the decreasing
occurrence of higher velocities near the seabed indicates changes in the
bottom shear stress. Here, we identify a large-scale reduction in bottom

shear stress of up to 5� 10% averaged over 10 years (Fig. 4a). Our simu-
lations show the strongest reductions at Dogger Bank and along the Danish
west coast, two shallow areas where surface energy can propagate more
easily to the seabed and thus bottom shear stress is influenced by both wind
and tidal forces36. The detected pattern is consistent with previous model
results33, whichhighlighted the potential large-scale influence ofwindwakes
on bottom shear stress for a 1-year simulation. Meanwhile, local drag and
turbulence generated at the turbine foundations create opposing effects on
bottomshear stress and increase it locallybyup to5%.However, this effect is
likely underestimated by the model due to the coarse horizontal dis-
cretization, which excludes fine-scale processes in between turbines and
directly at the foundations. For example, recent in-situ measurements have
found that seabed drag at wind turbines can become twice as strong as
upstream conditions24.

The identified changes in bottom currents and shear stress can become
critical for erosion and sediment resuspension. Previous studies have shown
that extensivewindwake effects can reduce resuspension, leading to ahigher
amount of organic carbon in seabed sediments near wind farm sites by

Fig. 3 | Long-term impact on tidal currents. a Changes in temporally averaged
surface current velocity (upper 2m), caused by wind and tidal wakes, for the 2023
Scenario (2008–2013). Black polygons represent offshore wind farms. White arrows
indicate the mean surface currents in the control simulation. b Changes in tempo-
rally averaged surface current velocity for the 2050 Scenario. c Normalized dis-
tribution of hourly surface and bottom velocities in the model region (upper panel)

and the absolute changes caused by the wake effects, divided into the 2023 and
2050 scenarios (lower panel). Data are shown for the first year of the simulations
(2008). d Power spectral density of hourly surface and bottom velocities and the
absolute changes caused by the wake effects. Vertical dashed lines and associated
labels indicate dominant tidal frequencies. Data are shown for 2008. The y-axes are
logarithmic.
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approximately 10� 20% 33. Similarly, wind stress reductions can result in
lower suspended sediment concentrations, decreasing light attenuation in
the water column and thereby influencing primary production37. In con-
trast, the generated turbulence and bottom shear stress from local monopile
drag will increase turbidity at wind farm sites24,26,27,38,39 and intensify seabed
mobility and resuspension. Given the potential large-scale changes in bot-
tom shear stress under future development and the associated impacts on
sediment dynamics, more detailed investigations of morphodynamic
changes are needed. This also includes high-resolution modeling of the
processes inside of wind farms to understand effects on turbulence or
sediment transport in-between individual turbines.

The attenuatedmean currents and changes in TKE are also reflected in
changes to vertical mixing rates. Specifically, we find large-scale reductions
in mean vertical mixing in regions where both current velocity and TKE
decrease (Fig. 4b). Here, these reductions are around 10% on average,
aligningwith the identified attenuations in current velocity (Fig. 3b), and are
primarily driven by wind wake effects. Conversely, vertical mixing rates
increase in regions where we identified stronger residual currents, such as
north of Dogger Bank. Near the wind turbines, where TKE is intensified
(Supplementary Fig. 6c), vertical mixing rates increase by more than 20%
relative to the control simulation. In fact, in high turbine density areas, long-
term mixing rates can increase by up to 300% locally. Meanwhile, we find
only weak to minor increases in vertical mixing in the future wind farm
areas, where we assumed turbine spacings of 3000m. In these areas, addi-
tional mixing does not accumulate and is mitigated by the effects of
wind wakes.

Overall, our findings indicate that potential changes in water column
mixing can be derived from the combined influence of altered horizontal
currents and turbulence. It is important to note, however, that themonthly-
averaged mixing values presented here do not capture short-term pertur-
bations and thus do not fully represent instantaneous changes in tidal

mixing. Rather, Fig. 4b qualitatively illustrates the spatial distribution of
potential increases and decreases in water column mixing under the future
development scenario. In this context, the patterns underscore the impor-
tance of turbine density, correlated with the magnitude of vertical mixing
alterations. In particular, turbine densities of one or more turbines per
square kilometer are associated with intensified vertical mixing rates,
whereas for lower densities the changes in mixing within wind farms are
generally driven by wind stress reductions.

Alterations in surface wind stress and vertical mixing eventually affect
mixed-layer dynamics and stratification bothwithin and beyondwind farm
boundaries. The ocean’s response to wind farm effects is governed by
multiple factors, including the relative strength of wind- and tide-driven
processes, with strong tidal currents enhancing tidal-wake-induced mixing
and promoting destratification, while weaker tidal currents allow wind
stress reductions to dominate and increase stratification at wind farm sites34.
This behavior is reproduced in our simulations and consistent with earlier
evidence that strong tidal dynamics mitigate wind wake effects18.

In our future scenario, the most prominent change is a large-scale
increase in mean sea surface temperature SST of approximately 0:05�
0:15 �Cacross themodel domain (Fig. 5a). These anomalies appear strongly
related to the changes in surface current velocity (Fig. 3b, Supplementary
Fig. 5d) and verticalmixing (Fig. 4b). The strongest surface warming occurs
near wind farms located in seasonally stratified regions of the central North
Sea, such as east of Dogger Bank, where mean surface currents are low and
wind stress reductions become more relevant. In areas with high turbine
densities, persistent mixing mitigates the surface warming by entraining
colder bottom water during stratified periods, resulting in colder summer
SST (see Fig. 2c). However, we find negative temperature changes in the 10-
year average only at a few wind farms in the German Bight, suggesting that
the surface temperature response overall is driven by multiple processes
rather than solely by changes in vertical mixing.

Fig. 4 | Long-term impact on bottom shear and vertical mixing. a Temporally
averaged changes in bottom shear (2008–2017). Black polygons represent offshore
wind farms. Lower panel shows zoom intoGermanBight area, indicated by thewhite

dashed box in the upper panel. b Temporally averaged changes in depth-averaged
vertical eddy diffusivity (vertical mixing).
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In general, the heat budget of the ocean’s surface mixed layer is con-
trolled by advection, diffusion, mixing, and surface heat fluxes. In the
shallow North Sea, where tidal and wind forces dominate, we assume that
horizontal advection, mixing processes, and air-sea exchange in particular
account formost of the variability. Indeed, spatial correlations reveal strong
linksbetween the surfacewarmingand reductions inwind speedand surface
currents as well as vertical mixing (Fig. 6c). Additionally, we find that all
areas affected by SST anomalies also exhibit changes in heat fluxes, which
may represent either drivers of, or feedback to, surface warming (Fig. 6a, b).
Air-sea exchange, especially sensible (SH) and latent (LH) heatfluxes, scales
with wind speed and surface currents, thus, surface heat fluxes are generally
expected to be attenuated by the primary wake effects. However, while the
temperature anomalies show strong negative correlations with changes in
wind and current speeds, we find that LH changes are positively correlated
with wind speed changes and show on average only minor correlation with
SST anomalies, in contrast to SH variations (Fig. 6c).

As the monthly-averaged model data prevent closed heat budget
calculations for quantitative assessments, we instead examine co-
variability between vertical mixing, surface heat fluxes, and surface
warming to disentangle the driving processes underlying the SST
anomalies (Fig. 6d, e). While most cases of surface warming or cooling
can be attributed to changes in mixing, the changes in heat fluxes, and
particularly the wind-driven latent heat fluxes, play an equally important
role. When surface mixing decreases and surface temperature increases,
enhanced surface warming is typically accompanied by stronger upward
heat fluxes, especially through sensible heat losses to the atmosphere
(Fig. 6c, e). While this process is associated with the strongest SST
anomalies in the model, we find in many cases, however, that net heat
fluxes decrease despite rising SST. This suggests that reduced wind and
current speeds weaken the air-sea exchange, thereby reducing heat loss
and contributing to surface warming. This mechanism occurs especially
in well-mixed regions and during winter months, when air-sea exchange
exerts stronger control on the surface heat budget than vertical mixing,
allowing reduced wind-driven LH fluxes to cause surface warming even
under enhanced mixing conditions (Fig. 6d). In contrast, in seasonally
stratified waters, reduced mixing remains the dominant driver of SST
anomalies, as stratification changes directly affect the surface layer heat

balance and heat fluxes primarily respond to, rather than drive, the
resulting warming (Fig. 6a).

The identified relationship betweenmixing and heat flux changes, and
its dependence on stratification strength, results in pronounced spatial and
seasonal variability in their effects on water temperature and density. The
most substantial impact on temperature occurs during summer, when the
reduced surfaces mixing enhances stratification in seasonally stratified
regions. Here, we find temperature changes between �0:6 �C and 0:2 �C
along a transect across the model domain, with positive changes near the
surface and negative changes below the pycnocline (Fig. 5b). The largest
temperature reductions occur just below the surface mixed layer, indicating
shifts in the thermocline structure due to reduced vertical entrainment.
Thereby, the pycnocline depth is reduced by up to twometers relative to the
control simulation. The most pronounced impact on temperature stratifi-
cation occurs near Oyster Ground (� 350 km of transect, Fig. 5b), a region
linked to low bottom oxygen concentrations40 and potentially at risk of
bottom deoxygenation due to the impact of wind wakes33. Our results
suggest that suchconditions are favoredby the increased stratification found
here (Supplementary Fig. 6d). Meanwhile, in well-mixed regions of the
model domain as well as during winter months, the model shows con-
sistently higher temperatures throughout the vertical transect (Fig. 5c). This
overall warming reflects the net increase in ocean heat budget caused by the
modified surface heat fluxes and limited heat loss. Notably, the winter
temperature changes are comparable in magnitude to the surface warming
in summer, emphasizing that heat fluxes are a primary factor in the tem-
perature response to wind wake effects, particularly in mixed waters.

The long-term increase in annual sea surface temperature on the order
of 0:1 �C remains within the natural interannual variability of approxi-
mately 1 �C41. Nevertheless, this induced surface warming mimics the
influence of global warming and reaches magnitudes of roughly 10% of
projected climate change signals in the North Sea (1� 3 �C42,43). Regional
atmospheric modeling has shown that wind wakes can increase annual-
mean near-surface temperature in the North Sea by about 0:1 �C12, which
may further amplify the simulated surface warming in our study. Beyond
environmental consequences from surface warming, identified changes in
air-sea heat fluxes and SST may feed back on the near-surface climate and
the development of wind wakes, which are highly sensitive to atmospheric

Fig. 5 | Long-term impact on North Sea temperature. a Temporally averaged
changes in sea surface temperature (2008–2017). Black polygons represent offshore
wind farms. White dashed line indicates transect. b Transect of seasonally averaged
temperature in summer (June–August, 2008–2017) across offshore wind farm areas

from south to north. White contour indicates seasonal pycnocline
(N2 ≥ 5 × 10�5 s�2) with wind farms, white dotted contour without wind farms.
c Transects of seasonally averaged temperature in winter (December-February,
2008–2017).
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boundary layer stability5,6,10. Recent fully coupled atmosphere-ocean simu-
lations have demonstrated that wind-wake-induced surface warming can
locally enhance both 10-mwind speed and surfacewind stress44. Building on
these findings, similar coupled modeling approaches are required in the
North Sea to resolve feedback between hydrographic changes and atmo-
spheric OWF effects and to assess the full impact from wind wakes.

Ultimately, the induced impacts from OWF wakes are directly linked
to theNorth Sea’s seasonal stratification, which shows strong feedback from
the changes in vertical mixing. For instance, areas of intensified mixing in
the German Bight weaken seasonal stratification, whereas attenuated sur-
face mixing, such as near Dogger Bank, can enhance the stratification
strength (Supplementary Fig. 6d). In both cases, these local perturbations
can cause lateral shifts in the mean pycnocline and thus modify mixing
fronts, with changes in potential energy changes (up to ±5 Jm�3) com-
parable in magnitude to those projected under climate change scenarios in
these regions42. Such impacts on stratification are likely to play a critical role
in shaping lower trophic ecosystem dynamics, as stratification naturally
controls nutrient transport in the water column45. Previous studies have
shown that a shallower mixed layer depth due to wind wakes can shift the
vertical production maximum upward in deep, stratified waters33. In con-
trast, in less-stratified waters, increased stratificationmay suppress primary
production due to a stronger natural barrier.

Interpretation and contextualization of the model results
The hydrodynamics of theNorth Sea are governed bywind and tidal forces,
both of which are modified by the cumulative effects of OWFs.While wind
farms perturb a range of wind- and tide-driven processes, our model

simulations indicate that, on long time scales, the response of this highly
dynamic system is dominated by changes in shear-driven mixing and
residual circulation, arising from regional reductions in wind stress and
localized turbulence hotspots.Windwakes emerge as themain driver of the
large-scale hydrodynamic footprint, reducing surface layer turbulence and
air-sea fluxes. Tidal wakes can locally counteract turbulence reductions but
reinforce impacts on residual circulation. Future expansion of offshorewind
energy may propagate these effects across the North Sea and into stratified
waters, with potential implications for biogeochemistry and lower-trophic
ecosystem dynamics.

In interpreting our model results, it should be noted that methodolo-
gical and scenario-related uncertainties exist. For example, wind wakes are
represented using a simplified parameterization that does not explicitly
account for atmospheric stability, effects on surface climate, or individual
wind farm capacities. Likewise, the parameterization of monopile-induced
turbulence relies on predefined mixing coefficients that determine the
additional local turbulence production. These assumptions may lead to
over- or underestimation of the quantitative responses. However, the
driving mechanisms are expected to remain robust, as they are consistent
with recent studies. For example, mean surface wind speed reductions and
spatial impact patterns are in good agreement with more advanced mod-
eling approaches that resolve atmospheric dynamics more explicitly12,33,34.

Individual wind turbines create small, localized impacts on ocean
dynamics; however, the accumulation of these effects can become sub-
stantial at wind farm scale. The hydrodynamic footprint proves to be site-
specific anddepends onhydrographic conditions andwind farmproperties,
with turbine density emerging as a critical control. In our simulations,

Fig. 6 | Correlations between surface warming and surface heat fluxes.
a Temporally averaged changes in latent heat flux in summer (June–August,
2008–2017). Black polygons represent offshore wind farms. White lines indicate the
mean 20 Jm�3 contour in summer, representing the transition from well-mixed to
stratified waters. b Temporally averaged changes in latent heat flux in winter
(December–February). c Correlation matrix between averaged changes in sea sur-
face temperature (SST), latent heat flux (LH), and sensible heat flux (SH), and a set of
physical variables: wind speed (WS), horizontal velocity (UV), turbulent kinetic

energy (TKE), vertical mixing (Kv), potential energy anomaly (PEA), and mixed
layer depth (MLD). d Scatter density plot of averaged changes in latent heat at wind
farm sites as a function of the relative change in vertical mixing in the surface layer
(upper 5m). Colors indicate the corresponding temperature anomalies. Percent
values denote the fraction of data points in each quadrant. e Scatter density plot of
averaged changes in sensible heat flux at wind farm sites as a function of the relative
change in vertical mixing in the surface layer.
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turbine spacings of about 3000m produce only minor accumulated tur-
bulence, whereas spacings of 1000m or less generate pronounced hotspots
of verticalmixing and enhanced current-blocking effects. Thesefindings are
consistent with idealized simulations, showing that velocity reductions at
widely spaced wind farms, such as those at Dogger Bank, can be an order of
magnitude lower than in more densely spaced installations in the German
Bight31. Similarly, atmospheric modeling showed that deploying larger
turbines with greater spacing can mitigate the impact of wind wakes on
surface climate and wind speed35. These findings indicate that increasing
turbine spacing offers a practical pathway to reduce the hydrodynamic
footprint of OWFs.

Our results highlight that the hydrodynamic response towake effects is
strongly conditioned by the underlying tidal regime, which sets the back-
ground state against which induced perturbations act. Reductions of hor-
izontal currents and changes in vertical mixing emerge as key drivers, while
the model also indicates that changes in surface heat fluxes play a decisive
role. The relative importance of these drivers depends on tidal pre-
conditioning of the water column. In stratified waters, where tidal mixing is
weaker, wind-farm-induced changes in mixing dominate by directly alter-
ing stratification. In contrast, tidally energetic, well-mixed regions respond
predominantly to changes in wind-driven air-sea exchange, as strong
background mixing limits the sensitivity of the vertical density structure to
additional turbulence. The pronounced influence of surface heat fluxes
underscores the need for three-dimensional atmospheric modeling of wind
wakes or even coupledocean-atmosphere simulations to capture theholistic
impacts and feedback from wind wakes accurately and to account for
atmospheric effects on near-surface temperature and humidity12,44.

In theNorth Sea,most operatingwind farms are located in regions that
are tidally mixed year-round or stratified only seasonally. In this environ-
ment, the thermal response is primarily governed by wind-wake-induced
changes in latent heat flux and air-sea exchange, while changes in vertical
mixing becomemore relevant during summer stratification, when they can
affect stratification strength and timing. Future expansion of OWFs into
persistently stratified regions is therefore likely to increase the relative
importance of mixing-driven responses, particularly under additional
climate-driven intensification of stratification.

Although the magnitude and spatial extent of impacts remain site-
specific, our findings can provide a framework for interpreting OWF
effects in other coastal seas. In strongly tide-dominated regions, air-sea
exchange and current-blocking effects are expected to be the primary
control where the water column is mixed and tidal currents are high. In
stratified regions, mixing alterations and impacts on vertical density
structure are likely among the primary drivers. Along the seasonally
stratified U.S. North Atlantic shelf, for example, wind wakes have been
shown to induce changes in vertical entrainment cooling, coastal
upwelling, and surface layer mixing, leading to surface warming and
modifying stratification44. Collectively, these results highlight the com-
plex interplay of vertical mixing, air-sea exchange, and tidal dynamics in
shaping the hydrographic footprint of OWFs and the importance of local
hydrodynamic conditions.

Methods
Model description and setup
For 3D hydrodynamic modeling the Semi-implicit Cross-scale Hydro-
science Integrated System Model (SCHISM)46 has been used, which
employs a semi-implicit finite-element/finite-volume method to solve the
Reynolds-averaged Navier-Stokes equations under hydrostatic and Bous-
sinesq approximations. SCHISM is based on a customizable unstructured
horizontal triangular grid that allows for flexible local grid refinement,
enabling high resolution of targeted processes and areas, while resolving
larger scale ocean circulation at more efficient grid resolution. Here, the
model setup was built upon a validated model system for the central North
Sea presented in earlier studies13,18, but was extended for longer time periods
and adapted for the different offshore wind scenarios. Transport equations
were solved with a Total Variation Diminishing advection scheme in the

horizontal and vertical, and turbulence was calculated using the Generic
Length-Scale formulation47 with the k� ε model.

The model setup has open boundaries in the English Channel and at
the transition to the northernNorth Sea betweenScotland andDenmark.At
its open boundaries, the model was driven by daily averaged reanalysis data
for the North-West European Shelf (obtained from EUCopernicusMarine
Service (https://doi.org/10.48670/moi-00059), downloaded in February
2023), providing temperature and salinity aswell as horizontal velocities and
surface height. Furthermore, the model was forced by hourly atmospheric
data and considereddaily river discharge from the landboundaries. For tidal
forcing, eight tidal constituents (M2, S2, K2, N2, K1, O1, Q1, P1) were taken
into account. The time step of themodel simulations was 120s. More details
on the model setup can be found in Christiansen et al.13.

In comparison to thepreviousmodel setup, horizontal andvertical grid
resolution were adjusted for more computational efficiency here. We used
grid spacing of 700m in coastal areas and 2000m in the open sea, with a
depth-dependent linear increase between. At small rivers along the land
boundaries the grid spacing could go down to 100m to resolve river
channels properly.OWFareaswere resolvedwith a grid resolution of 700m
locally and at least 1000m within a 10-km radius of each wind farm
(Supplementary Fig. 2). The vertical grid had a maximum of 46 layers and
was discretized with depth-dependent flexible Localized Sigma
Coordinates48.

The former model setup demonstrated good skill in reproducing
surface salinities, temperatures, and summer stratification patterns13. This
also holds for the adapted configuration used in the present study. The
model successfully generates the characteristic seasonal stratification in the
central North Sea (Supplementary Fig. 3a), which is essential for the sub-
sequent impact analyzes of OWF wakes. It performs well in reproducing
tidal elevations and phases, as well as daily sea level trends (Supplementary
Fig. 3b, c). Moreover, the model captures the seasonal variability of sea
surface temperature and salinity at the FINO1 station, located within an
OWF area in the German Bight (Supplementary Fig. 3d, f). Comparisons
with the well-established Copernicus reanalysis data, used at the open
boundaries, indicate that simulated temperature and salinityfields represent
the main hydrographic features of the central and southern North Sea
(Supplementary Fig. 3e, g). Although the model tends to be slightly too
diffusive and underestimate stratification, it provides a robust basis for
detailed process analyzes of potentialOWF impacts under typicalNorth Sea
conditions.

Model experiments
Variousmodel experimentswere conducted in this study, divided into three
scenarios: (i) a control scenario, (ii) a 2023 offshorewind scenario, and (iii) a
2050 offshore wind scenario. All simulations were performed as hindcasts
for the period 2008–2013 or 2008–2017, respectively (see Table 1). The
control simulation represents reference conditions without OWF effects.
The 2023 and 2050 scenarios account for the physical effects of offshore
wind turbines based on technical layouts for 2023 and projected 2050
installations, respectively. These effects included surface wind speed
reductions behind wind farms as well as additional underwater drag and
turbulence at turbine sites, which were parameterized in the
SCHISM model.

The scenario development and assumptions made for 2023 and 2050
installations are based on the 4COffshoredatabase (https://www.4coffshore.
com/windfarms/, as ofMarch 02, 2023). In the 2023 scenario,we considered
all OWFs in the central North Sea, which were in operation or under
construction in the beginning of 2023 (Supplementary Fig. 1a). For the
2050 scenario, we have used all available development areas in the central
North Sea, i.e., existing, planned or projected, which combined resulted in a
total production capacity of approximately the targeted 300 GW by 2050
(Supplementary Fig. 1b).

Allmodel experimentswere initiated froma2-year spin-up simulation.
For the 2023 scenario, we performed three separate hindcast simulations to
examine the effects of wind and tidal wakes both individually and
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collectively over a period of 6 years (2008–2013). For the 2050 scenario, we
extended the simulations to a 10-year period (2008–2017) and focused only
on the cumulative effect of wind and tidal wakes. The model grid has been
adjusted for each scenario, considering the respective offshore wind areas in
2023 and 2050. For each offshore wind experiment, we performed an
individual control simulation with the respective grid configuration. An
overview of all performed model experiments is given in Table 1. Model
experiments provided daily and monthly output day for the 2023 scenario
and monthly data for the 2050 scenario.

For the model analysis, we looked at the relative and absolute differ-
ences between the offshore wind experiments (OWF) and the control
simulations (CTL):

Δ ¼ OWF� CTL ð1Þ

Parameterization of offshore wind farm effects
Wind wakes and tidal wakes have been implemented into the hydrostatic
SCHISM model using validated parameterizations for surface wind speed
reductions and monopile-induced drag and turbulence. The para-
meterizations are integrated as additional modules that can be activated as
needed.

The wind wakes are described by a simplified empirical wake model
developed by Christiansen et al.13, which treats OWF polygons as a single
unit and alters the undisturbed surface wind speed u0 by an exponential
velocity deficit Δu in downstream direction. Here, we added a new term to
describe the buildup of the wind speed reduction inside the wind farm area.
This additional term is inspired by Broström et al.14 and consistent with
observations from recent atmospheric modeling7,12.

ur x; y
� � ¼ u0 1� Δu x; y

� �� � ð2Þ

Δu x; y
� � ¼ α � e�

x�x0
σ �y2

γ2 ; ifx ≥ x0

α � e
x�x0
x0

�y2

γ2 ; ifx < x0

8
<

:
ð3Þ

In the parameterization, x and y denote the longitudinal and cross
directions in the rotated coordinate system, which is aligned with the
respective upstream wind direction, and x0 represents the wind farm
boundary in the direction of flow. The model parameters determine the
maximum wind speed reduction in percent (α), the recovery of the
downstream wind speed (σ), and cross-sectional wake shape (γ). Here, we
used α ¼ 10% and σ ¼ 30 km, while γ is proportional to the width of the
wind farm.

Tidal wakes are described by a subgrid-scale parameterization for drag
and turbulence created by monopile foundations, originally introduced by
Rennau et al.19 and implemented into SCHISMbyChristiansen et al.32. This
approach uses the horizontal drag per grid cell Fd that a vertical cylinder
exerts on the horizontal flow, expressed by

Fd ¼ 1
2
NCd

d
A

uj ju; ð4Þ

whereN is thenumberofmonopiles per grid cell,Cd is thedrag coefficient,d
is thediameterof themonopile,A is thehorizontal area of the grid cell, andu

is the velocity of the free stream. This drag force was added to the
momentum and turbulence closure equations of SCHISM and applied if a
model grid cell contained wind turbines. Turbines themselves are not
physically represented in the model grid. Here, we used Cd ¼ 0:63 and
d ¼ 8m for all wind turbines (Table 2).

We obtained the required turbine locations from the 4C Offshore
database, if available. For future wind farm areas without turbine
information, we assumed fixed turbine spacings depending on the size of
a wind farm and filled the wind farms with hypothetical turbines in a
grid pattern. Based on existing turbine density information from
the 4C Offshore database, we selected a turbine spacing of 1000m for
wind farms with an area of under 20 km2, a spacing of 3000m for wind
farm areas with an area over 60 km2, and 1500m otherwise. The
average spacing of the existing turbines installed by 2023 was
around 900� 1300m:

Data availability
The model data used and/or analyzed in the current study are publicly
available at https://doi.org/10.5281/zenodo.18031484.
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